Nonlinear analysis of flexodomains in nematic liquid crystals
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We investigate flexodomains, which are observed in planar layers of certain nematic liquid crystals, when a dc voltage \( U \) above a critical value \( U_c \), is applied across the layer. They are characterized by stationary striplike spatial variations of the director in the layer plane with a wave number \( p(U) \). Our experiments for different nematics demonstrate that \( p(U) \) varies almost linearly with \( U \) for \( U > U_c \). That is confirmed by a numerical analysis of the full nonlinear equations for the director field and the induced electric potential. Beyond this numerical study, we demonstrate that the linearity of \( p(U) \) follows even analytically, when considering a special parameter set first used by Terent’ev and Pikin [Sov. Phys. JETP 56, 587 (1982)]. Their theoretical paper serves until now as the standard reference on the nonlinear analysis of flexodomains, since it has arrived at a linear variation of \( p(U) \) for large \( U \gg U_c \). Unfortunately, the corresponding analysis suffers from mistakes, which in a combination led to that result.

DOI: 10.1103/PhysRevE.98.032702

I. INTRODUCTION

In the last decades, pattern-forming instabilities induced by electric fields in nematic liquid crystals (nematics) have been intensely studied both in theory and experiments; for a recent review see Ref. [1]. Nematics are anisotropic liquids without translational, but with long-range orientational order of their elongated molecules. That order is described by the director \( n \), which obeys the normalization condition \( n^2 = 1 \). The crucial ingredient for the understanding of electrically driven instabilities in nematics is the uniaxial anisotropy of all their material parameters, which thus depend on the local orientation of \( n \) [2]. In the past, so-called electroconvective instabilities have been mostly studied, where the electrical conductivity of the nematic liquid crystal plays an important role. One deals then with dissipative systems, where the instabilities are associated with charge separation and flow fields, which are tightly coupled to \( n \).

In the present paper we concentrate, however, on insulating (dielectric) nematics, where in contrast to dissipative systems, the thermal equilibrium state corresponds to a minimum of a free energy. That contains, first, a term describing the orientational elasticity against director variations, characterized by three elastic constants \( k_i \), \( i = 1, 2, 3 \). Second, there exists a dielectric contribution with two dielectric permittivities, \( \epsilon_1 \) and \( \epsilon_2 \), for the electric field parallel and perpendicular to \( n \), respectively. Finally, the so-called flexoelectric effect is crucial, which means that spatial variations of \( n \) lead to an electric polarization (flexopolarization). There is a certain analogy to piezoelectricity, where mechanical deformations of various solids produce an electric polarization as well. The flexopolarization couples to the applied electric field and gives a contribution to the free energy, which is characterized by the two flexocoeficients \( e_1 \) and \( e_3 \) (for recent reviews, see Refs. [3,4] and references therein).

In the following, we deal with the so-called planar configuration, where a thin nematic layer of thickness \( d \) is sandwiched between two confining plates parallel to the \( x, y \) plane at \( z = \pm d/2 \). The plates serve two purposes. First, they are used as electrodes to apply a dc voltage \( U \) to the nematic layer. Second, the plates are specially treated to enforce a fixed orientation of \( n \) parallel to the \( x \) axis at the surface. Due to the orientational elasticity of nematics, this configuration is uniformly present over the whole layer for zero and small \( U \). However, for certain favorite combinations of the dielectric constants, the elastic ones, and the flexocoeficients, one observes instead for \( U \) above a critical voltage \( U_c \) the so-called flexodomains, which present a periodic array of the director distortions along the \( y \) direction with wave number \( p \) [5]. By exploiting the optical anisotropy of nematics, the flexodomains can be identified by optical means (diffraction, shadowgraphy) when light is transmitted through the layer. It should be noted, that flexodomains can be easily distinguished from the intensely examined electroconvection rolls, where \( n \) varies periodically in the \( x \) direction.
The theoretical analysis of flexodomains is based on the exploration of the absolute minimum of the free energy. For values of $U < U_c$, the minimum corresponds to the uniform planar basic state and for $U > U_c$ to the flexodomains, which continuously bifurcate at $U = U_c$ from the basic state with the critical wave number $p_c$. A detailed analysis of the threshold quantities $U_c$ and $p_c$ can be found in the literature (see, e.g., Refs. [6–8]). The main goal of the present paper is the theoretical description of the flexodomains in the nonlinear regime for $U > U_c$, where the minimal free energy is realized by flexodomains with wave number $p = p_{\text{min}}(U)$.

To our best knowledge, the only theoretical analysis of $p_{\text{min}}(U)$ has been presented in the paper of Terent’ev and Pikin [9] for $U \gg U_c$. Their study is restricted to a substantially simplified version of the general equations, which is characterized by two different aspects. First, they used a special “isotropic” material parameter set assuming the one-elastic-constant approximation $(k_3 = k_4)$, equal dielectric permittivities ($\epsilon_1 = \epsilon_2$), and $\epsilon_1 + \epsilon_2 = 0$. Second, the inevitable correction $\phi(r)$ to the electric potential in the nonlinear regime has been simply neglected without any comment. We will refer to the whole simplification scheme as the Terent’ev-Pikin approximation (TPA) throughout this paper.

In general, the basic equations for flexodomains can be mapped to a system of coupled partial differential equations for $n(y, z)$ and $\phi(y, z)$. The problem vastly simplifies under the TPA and one arrives analytically at a constant slope of $p_{\text{min}}(U)$ for $U > U_c$. The analysis remains still quite simple when using a less strict version of the TPA, where the induced electric field $E_0 = E_0e_z$ exerts a torque on the director. If $E_0$ is sufficiently strong to overcome the stabilizing elastic torques, flexodomains appear, which are characterized by spatially periodic distortions of the volume integral, $\min(U > U_c)$, where the minimal free energy is realized by flexodomains with wave number $p = p_{\text{min}}(U)$.

The properties of the flexodomains in the nonlinear regime for $U > U_c$ using the TPA material parameters restrictions are analyzed in Sec. IV. In Sec. V we present our experiments on flexodomains for four different nematics and compare with corresponding theoretical results. After some concluding remarks in Sec. VI, several appendices deal with technical details and contain further supplementary information.

II. BASIC EQUATIONS

The nematic liquid crystal layer considered in this paper is assumed to have a very large lateral extension in the $x,y$ plane compared to its thickness $d$, where the director $n = n_0 = (1,0,0)$ is uniform in the basic state. When a dc voltage $U = E_0d$ is applied to the layer in the $z$ direction, the corresponding electric field $E_0 = E_0e_z$ exerts a torque on the director. If $E_0$ is sufficiently strong to overcome the stabilizing elastic torques, flexodomains appear, which are characterized by spatially periodic distortions of $n_0$ and of $E_0$. The resulting field $E$ is irrotational and is described by the ansatz:

$$E = E_0e_z - \nabla \phi,$$

where the unit vectors $e_x, e_y, e_z$ span our coordinate system and $-\nabla \phi$ yields the nonlinear correction to $E_0$. As demonstrated below, it is indeed sufficient to consider only $E_0 > 0$. Since $U$ is kept fixed, $\phi$ vanishes at the confining plates, i.e., $\phi(z = \pm d/2) = 0$.

The total free energy, $F_{\text{tot}}$, of the system is obtained from the volume integral, $F_{\text{tot}} = \int d^3r F_{\text{tot}}$ of the total free energy density, $F_{\text{tot}}$, which is defined as follows:

$$F_{\text{tot}} = F_d + F_{\text{el}} - \lambda(r)(n \cdot n - 1),$$

where $F_d$ describes the orientational elasticity of nematics and $F_{\text{el}}$ the electric contribution. By the Lagrange parameter $\lambda(r)$ the normalization $n^2 = 1$ is guaranteed. The standard expression for $F_d$ is given as follows:

$$F_d = \frac{1}{2}[k_{11}(\text{div} n)^2 + k_{22}(n \cdot \text{curl} n)^2 + k_{33}(n \times \text{curl} n)^2].$$

(3)

The three elastic constants, $k_{11}, k_{22}, k_{33}$, correspond to the splay, twist, and bend director deformations, respectively. The electric part, $F_{\text{el}}$, which depends on the two relative dimensionless dielectric permittivities $\epsilon_\parallel, \epsilon_\perp$ with the dielectric anisotropy $\epsilon_\perp = \epsilon_\parallel - \epsilon_\perp$ and on the flexocoefficients $e_1, e_3$ is given as

$$F_{\text{el}} = -\frac{1}{2} e_0 \left[ \epsilon_\parallel (E^2 - E_0^2) + \epsilon_\perp (n \cdot E)^2 \right] - E \cdot P_{\parallel},$$

(4)

with the flexopolarization

$$P_{\parallel} = e_1 n (\text{div} n) + e_3 (n \cdot \nabla) n,$$

(5)

where $e_0 = 8.8542 \times 10^{-12}$ V s/(A m) denotes the vacuum permittivity. According to Landau-Lifshitz (p. 11 in Ref. [15]), $F_d$ (marked with a tilde there) is the appropriate free energy density in the presence of an external electric field $E$ acting on the nematic. This case is realized in the experiments, where the $U$ is treated as fixed. The term $\frac{1}{2} e_0 \epsilon_\parallel E_0^2$ in Eq. (4) has been added to ensure that $F_{\text{el}}$, as well as $F_{\text{tot}}$ vanish.
in the uniform basic state \( n = n_0, E = E_0 \). Furthermore, \( F_{\text{tot}} \) is invariant against the simultaneous transformations \( E \rightarrow -E \) and \( e_1 \rightarrow -e_1 \). Thus, the case \( U < 0 \) can be mapped to \( U > 0 \) by simply reversing the sign of the \( e_1 \).

A necessary condition for thermodynamic equilibrium states of our system is the vanishing of the functional derivatives \( \delta F_{\text{tot}}/\delta n \) and \( \delta F_{\text{tot}}/\delta E \) of \( F_{\text{tot}} \) with respect to \( n \) and \( E \) (for details see Appendix A). For the derivative with respect to \( n \) we obtain thus:

\[
h(r) - \lambda(r)n = 0, \tag{6}
\]

with

\[
h(r) = \frac{\delta \int d^3r (F_d + F_{\text{el}})}{\delta n}. \tag{7}
\]

In the literature, the notion “molecular field” is common for \( h(r) \) [2]. Taking the cross product of Eq. (6) with \( n \) one arrives at the vector equation \( n \times h = 0 \) (“balance of torques”), where the three components are not linearly independent. Thus, keeping the \( y \) and the \( z \) components one arrives at the standard director equations:

\[
h: n_x - h_x n_z = 0, \quad h_x n_x - h_y n_y = 0. \tag{8}
\]

The explicit expressions for the components of \( h \) can be found in Appendix A.

Using the ansatz Eq. (1) for \( E \) in Eq. (4), one easily obtains

\[
\frac{\delta \int d^3r F_{\text{el}}}{\delta \phi} = \text{div} D = 0. \tag{9}
\]

Here, \( D \) denotes the dielectric displacement

\[
D = \varepsilon_0(\varepsilon_\perp E + \varepsilon_n(n \cdot E)) + P_\parallel. \tag{10}
\]

The explicit expression of \( \text{div} D = 0 \), which means the absence of true charges, can be found in Appendix A.

As a consequence, the equilibrium solutions for \( n \) and \( \phi \) have to satisfy Eqs. (8) and (9). To guarantee \( n^2 = 1 \), we use the ansatz \( n_x = 1 - \delta n_x \), which leads to

\[
\delta n_x^2 - 2\delta n_x n_z^2 + n_x^2 = 0 \tag{11}
\]

or

\[
\delta n_x = 1 - \sqrt{1 - n_z^2}. \tag{12}
\]

In our analysis, the extensions of the integration domain in space are chosen as \( L_x, L_y, L_z \), where \( L_x, L_y \gg L_z = d \). In the \( x \) and \( y \) directions we require periodic boundary condition, while \( \delta n_x, n_y, n_z, \) and \( \phi \) have to vanish at \( z = \pm d/2 \).

For the flexodomains \( n \) and \( \phi \) depend only on \( y \) and \( z \). Then \( F_{\text{tot}} \) is also invariant against the reflection \( y \to -y \), which implies

\[
n_x(-y, z) = r_x n_x(y, z),
\]

\[
n_z(-y, z) = r_y n_z(y, z),
\]

\[
\phi(-y, z) = r_y \phi(y, z),
\]

\[
n_z(-y, z) = -r_y n_z(y, z), \tag{13}
\]

with a symmetry factor \( r_y = \pm 1 \). It will be demonstrated in the following sections that the flexodomains are characterized by \( r_x = 1 \) in Eq. (13).

To fulfill the boundary conditions of \( n \) and \( \phi \), we use a Galerkin method. It implies Fourier expansions of all fields with respect to \( y \) and in the \( z \) direction an expansion in terms of suitable trigonometric functions \( S_m(z) = \sin[m \pi (z/d + 1/2)] \), which vanish at \( z = \pm d/2 \). Thus, one uses for \( n, \phi \) the ansatz

\[
n_y(y, z) = \sum_{k=1}^{M} \sum_{m=1}^{N} \hat{n}_y(k, m) \sin(kpy) S_m(z). \tag{14}
\]

The fields \( \delta n_x, n_z, \) and \( \phi \) are represented in analogy to Eq. (14), except that the \( y \) dependence is described by \( \cos(kpy) \).

In addition, it turns out that for \( \phi \) and \( \delta n_x \) only the expansion coefficients for even \( k = 0, 2, 4, \ldots \) have to be kept, while for \( n_z \) and \( n_y \) only the odd ones, \( k = 1, 3, 5, \ldots \) contribute. Systematically increasing the cutoffs of the sums, we found that the choice \( K = 6, M = 8 \) was sufficient to guarantee a relative error of less than 0.1% for all numerical data given in this paper.

As usual, all equations will be nondimensionalized. Lengths will be measured in units of \( d/\pi \) and \( E \) in units of \( E_0 > 0 \). The elastic constants \( k_i \) will be given in units of \( k_0 = 10^{-12} \) N and the flexocoefficients in units of \( \sqrt{k_0} \).

The free energy will be measured in units of \( k_0 L_x \). The main dimensionless control parameter \( R \) reads as

\[
R = \frac{\varepsilon_0 E_0^2 d^2}{k_0 \pi^2} = \frac{\varepsilon_0 U^2}{k_0 \pi^2}, \tag{15}
\]

where \( \varepsilon_0/k_0 = 8.8542 \) V m. From now on all equations will be given in dimensionless units.

### III. REMARKS ON THE LINEAR STABILITY ANALYSIS

While the total free energy, \( F_{\text{tot}} \), is always zero for the “ground-state” solution with \( n = n_0 \) and arbitrary \( E = E_0 e_2 \), it becomes negative at a certain critical field strength \( E_0 = E_c \propto \sqrt{R}/d \), where the bifurcation to the stationary flexodomains with wave number \( p_c \) takes place. In the linear regime, only the elastic constants \( k_{11} \) and \( k_{22} \) come into play and it is convenient to introduce their average value, \( k_{av} \), and their relative deviation, \( \delta k \), from \( k_{av} \), as follows [7]:

\[
k_{11} = k_{av}(1 + \delta k), \quad k_{22} = k_{av}(1 - \delta k), \tag{16}
\]

where obviously \( |\delta k| < 1 \). We also use instead of the dielectric anisotropy \( \varepsilon_0 \) and of the main control parameter \( R \) [Eq. (15)] the dimensionless parameter combination \( \mu \) and the dimensionless voltage \( u \):

\[
\mu = \frac{\varepsilon_0 k_{av}}{(e_1 - e_3)^2}, \quad u = \frac{|e_1 - e_3|}{k_{av}} \sqrt{R}. \tag{17}
\]

Flexodomains exist for \( u \) above the neutral curve \( u_N(p) \). The minimum of \( u_N(p) \) at \( p = p_c \) yields the critical (dimensionless) voltage \( u_c = u_N(p_c) \), where all quantities depend on \( \delta k \) and \( \mu \). For the calculations of \( u_N(p) \) we refer to Refs. [7,8]. Some details can be also be found in Appendix B. Within the TPA \( \delta k = \mu = 0, e_1 + e_3 = 0 \) one obtains directly the following well-known expression for the neutral curve \( u_N(p) \) [6]:

\[
u_N(p) = (p^2 + 1)/p. \tag{18}
\]
with its critical point at
\[ u_c = 2, \quad p_c = 1. \]  

(19)

For a fixed \( u \) the necessary condition \( u > u_N(p) \) restricts the range of possible wave numbers \( p \) of the flexodomains to the interval \( p_{N1}^1 < p < p_{N2}^1 \) with
\[ p_{N1,2}^1 = (u \mp \sqrt{u^2 - 4})/2. \]

(20)

In the following along with \( u \) also its reduced version \( \varepsilon \) will be used:
\[ \varepsilon = u/u_c - 1. \]

(21)

Then Eq. (18) transforms into
\[ \varepsilon_N(p) = (p - 1)^2/(2p), \]

(22)

which yields directly the typical parabolic shape of \( \varepsilon_N(p) \) near \( p = p_c = 1 \). For \( p \gg p_c \), \( \varepsilon_N(p) \) approaches a straight line with the slope 1/2.

**IV. FLEXODOMAINS IN AND BEYOND THE TERN'EV-PIKIN APPROXIMATION**

As evident from the lengthy, nonlinear expressions for the molecular fields \( h_\parallel, h_\perp, h_z \), and div \( D \) [Eqs. (A4) and (A6) in Appendix A], solving Eqs. (8) and (9) is in general a difficult numerical task. Apparently, a great simplification is achieved by the TPA in Ref. [9], already alluded to in the introduction. First, using the one-elastic-constant approximation \( k_{11} = k_{22} = k_{33} = k_{av} \), the lengthy contributions to the molecular field proportional to \( (k_{22} - k_{33}) \) vanish [see Eqs. (A4) in Appendix A]. Furthermore, the requirements \( \epsilon_1 = \epsilon_3 - \epsilon_\perp = 0 \) and \( \epsilon_1 + \epsilon_3 = 0 \) lead to additional simplifications also in the equation for the electric potential \( \phi \) [Eq. (A6) in Appendix A]. In the following, the rescaled control parameter \( u \) [Eq. (17)] will be used instead of \( R \) in Appendix A.

A closer look at the resulting equations for \( n \) and \( \phi \) shows that the \( y \) dependence of all fields is surprisingly simple. In fact, they are solvable, in general, by the ansatz:
\[ n = \sqrt{1 - f^2(z)}, \quad f(z) \sin(py), \quad f(z) \cos(py), \]

(23)

which shares the \( y \) dependence with the linear solution [see Eq. (B2) in Appendix B]. Note that \( n_\parallel > 1 \) results from \( n_\parallel = 1 \) if \( f(z) < 1 \) must be valid in general in the \( (u, p) \) parameter space for \( u > u_c = 2 \). If the ansatz for \( n_\parallel \) above is used in Eq. (A6), \( \phi \) is found to be \( y \) independent as well. At the end, the general Eqs. (8) and (9) transform thus into the following coupled nonlinear ODEs for \( f(z) \) and the rescaled electric potential \( \tilde{\phi} = u \phi(z) \):
\[
\sqrt{1 - f^2} f'' - (\sqrt{1 - f^2})' f + [C(p, u) - p\tilde{\phi}']/\sqrt{1 - f^2} f = 0, \quad \text{(24a)}
\]
\[
\tilde{\phi}'' - p\alpha(f^2)' = 0, \quad \text{(24b)}
\]

where
\[ C(p, u) = p(u - p), \quad \alpha = 2\varepsilon_1^2/k_{av}u_c. \]

(25)

with \( u = 2|\varepsilon_1|\sqrt{R}/k_{av} \) [see Eq. (17)]. Furthermore, in Eqs. (24), as also later in this section, derivatives with respect to \( z \) are denoted by a prime. Since \( n_z, n_\perp \), and \( \phi \) have to vanish at \( z = \pm \pi/2 \), the ODEs for \( f \) and \( \phi \) [Eqs. (24)] have to be solved with the boundary conditions \( f(\pm \pi/2) = \phi(\pm \pi/2) = 0 \).

It is easy to see, that Eqs. (24a) and (24b) can be recovered as the functional derivatives \( \delta F/\delta f \) and \( \delta F/\delta \phi \), respectively, of the free-energy functional:
\[ F(f, \phi; u, p, \alpha) = \frac{k_{av}}{2} \int_{-\pi/2}^{\pi/2} dz \left[ \left( \sqrt{1 - f^2} \right)^2 + (f')^2 \right] - [C(p, u) - p\phi'] f^2 - \frac{1}{2\alpha} (\tilde{\phi}')^2. \]

(26)

As it should be, the functional \( F \) is identical to the total free energy \( F_{tot} \) on the basis of the free-energy density \( F_{tot} \) [Eq. (2)] when using the ansatz for \( n \) in Eq. (23) and the \( y \) independence of \( \phi \).

Our main goal is to determine the wave number \( p = p_{min}(u) \), where \( F \) attains its absolute minimum at fixed \( u \) and \( \alpha \). In a first step, we locate the stationary points of \( F \), which requires vanishing functional derivatives \( \delta F/\delta f \) and \( \delta F/\delta \phi \). This is obviously guaranteed for all solutions \( f(z; u, p, \alpha), \phi(z; u, p, \alpha) \) of Eqs. (24). One of these solutions, \( f_m(z; u, p, \alpha), \phi_m(z; u, p, \alpha) \), yields then the minimum, \( F_{min}(u, p, \alpha) < 0 \), of \( F \), which exists for \( u \) above the neutral curve \( u_N(p) \) [Eq. (18)] with \( p_1^1 < p < p_2^1 \) [Eq. (20)], i.e., for \( C(p, u) > 1 \).

The construction of \( f_m, \phi_m \) simplifies by the observation that Eqs. (24) are invariant against the transformation \( z \rightarrow z + \pi \) with \( f(\pm \pi) = cf(z) \) and \( \phi(\pm \pi) = -c\phi(z), c = \pm 1 \). In fact, only solutions \( f_m \) and \( \phi_m \), which belong to the “even” class \( (c = 1) \) become relevant in our case. Note that in this case \( \phi(0) = 0 \) holds in agreement with Eq. (27). The prevalence of even \( f(z) \) solutions against odd ones with additional nodes is not surprising, since stronger spatial variations of \( f \) lead obviously to larger positive contributions to \( F \) in Eq. (26).

It is easy to see that Eq. (24b) together with the boundary condition \( \phi(z = \pm \pi/2) = 0 \) can be reformulated in the special case of even \( f(z) \) as follows:
\[ \tilde{\phi}(z) = \alpha p \left[ \int_{-\pi/2}^{\pi/2} d\xi f^2(\xi) - \frac{1}{\pi} \left( z + \frac{\pi}{2} \right) \int_{-\pi/2}^{\pi/2} d\xi f^2(\xi) \right]. \]

(27)

Thus, \( \tilde{\phi} \equiv 0 \), as part of the TPA in Ref. [9], corresponds formally to the limit \( \alpha \rightarrow 0 \).

A detailed discussion of Eqs. (24) in the nonlinear regime is found in Appendix D. In the special case, \( \phi = 0 \) \( (\alpha = 0) \), Eq. (24a) allows for an analytical even-in-\( z \) solution \( f_m(z) \). The same symmetry governs also the case \( \alpha \neq 0 \), where Eqs. (24) are numerically solved using standard ODE-solvers.

In general, we exploit the fact that the derivative \( \partial_p F_m(u, p, \alpha) \) has to vanish for \( p = p_{min}(u) \). One has thus...
to solve the equation
\[
\frac{\partial F_m}{\partial p} = -\frac{k_{sv}}{2} \left[(u - 2p)I[f_m^2] - I[\tilde{\phi}_m f_m^2]\right] = 0,
\] (28)
where
\[
I[f_m^2] = \int_{-\pi/2}^{\pi/2} dz f_m^2(z),
\]
\[
I[\tilde{\phi}_m f_m^2] = \int_{-\pi/2}^{\pi/2} dz \tilde{\phi}_m(z) f_m^2(z).
\] (29)

Note that only the explicit derivatives with respect to \( p \) have to be kept because of \( \partial F/\partial f_m = \partial F/\partial \tilde{\phi}_m = 0 \). Thus, we arrive from Eq. (28) at the implicit relation
\[
p_{\text{min}} = u/2 - \Sigma_m(u, p_{\text{min}}, \alpha),
\] (30)
where
\[
\Sigma_m(u, p_{\text{min}}, \alpha) = \frac{I[\tilde{\phi}_m f_m^2]}{2 I[f_m^2]}.
\] (31)

In view of our construction of \( F_m \), it is evident that we have to determine the solutions \( p = p_{\text{min}}(u) \) of Eq. (30), which minimize \( F_m \), i.e., \( \partial_{pp} F_m(u, p, \alpha) > 0 \) holds for the second derivative at \( p = p_{\text{min}}(u) \). The determination of \( p_{\text{min}}(u) \) requires, in general, a numerical treatment, since \( \Sigma_m \) depends on \( u, p, \) and \( \alpha \) via solutions \( f_m \) and \( \tilde{\phi}_m \). For \( \alpha = 0 \) (\( \phi = 0 \)), however, solving Eq. (30) is trivial and leads to the following linear relation:
\[
p_{\text{min}} = u/2, \quad \text{or} \quad p_{\text{min}} - p_c = (u - u_c)/2 = \varepsilon,
\] (32)
without even determining \( f_m(z) \) from Eq. (24a). This is one of the central results of this paper. The value of the slope \( dp_{\text{min}}/du = 1/2 \) disagrees, however, with the one given in Ref. [9] for large \( u \gg u_c \), where one finds the value \( 0.603/\pi = 0.192 \) in our units. This discrepancy might first appear as a minor problem. However, as demonstrated in Appendix E, the approximate approach used in Ref. [9] is, in general, not sufficient for large \( u \) and suffers also from calculation errors.

In Fig. 1, on the basis of Eq. (30), the curves \( p_{\text{min}} - p_c \) as function of \( \varepsilon = u/u_c - 1 \) are plotted for different \( \alpha \). The straight solid line \( p_{\text{min}} - p_c = \varepsilon \) [Eq. (32)] corresponds to \( \alpha = 0 \) (TPA); the remaining lines are all shifted downwards for finite \( \alpha \). In line with Eq. (30) this vertical shift is given by \( \Sigma_m \). It first increases with increasing \( \varepsilon \) but becomes then quickly constant for finite \( \varepsilon \). Thus, the slope \( dp_{\text{min}}/d\varepsilon \) for larger \( \varepsilon \) equals again 1, as in the case \( \alpha = 0 \). To clarify the \( \alpha \) dependence of the shift in more detail, \( \Sigma_m \) is plotted in Fig. 2 as function of \( \varepsilon \) for different \( \alpha \). First, it is obvious that the curves develop quickly an extended plateau as function of \( \varepsilon \). With respect to \( \alpha \), the plateau heights increase monotonically as \( 0.186\alpha^{0.73} \). We have no direct analytical insight into the exponent of \( \alpha \), but according to Appendix D the general trend is qualitatively understood by a rough estimate of the integrals \( I[f^2], I[\tilde{\phi}^2 f^2] \) for \( f = f_m(z) \), which determine \( \Sigma_m \) in Eq. (31).

In general, it is also of interest to study the stability of the “minimal” solutions \( n_m \) and \( \tilde{\phi}_m \), where \( n_m \) is given by Eq. (23) with \( f(z) = f_m(z) \) at a fixed \( u \) for varying \( p \). In particular, we are interested in long-wavelength phase modulations of \( n_m(y, z) \), which lower the free energy \( F_m \). One considers thus a perturbation of the wave number \( \alpha \) by the ansatz \( p \rightarrow p + a \cos(s y) \) with a small amplitude \( a \ll 1 \) in the limit \( s \ll p \). If these phase-modulated solutions lower \( F_m \) at a certain \( p \), we speak of an Eckhaus instability of the ideally periodic solutions with wave number \( p = p_E \). This instability has been studied for many different systems in the literature (for a general discussion, see Ref. [16]). For systems, which are governed by a free energy as in our case, it has been shown in Ref. [17] that the solution \( p = p_E \) of \( \partial_{pp} F_m(p) = 0 \) determines the Eckhaus instability. In our case, one starts from \( \partial F_m/\partial p \) in Eq. (28) to arrive at
\[
\frac{\partial^2 F_m}{\partial p^2} = -\frac{k_{sv}}{2} \left[2I[f_m^2] + (u - 2p)\frac{\partial I[f_m^2]}{\partial p} - \frac{\partial I[\tilde{\phi}_m f_m^2]}{\partial p}\right] = 0.
\] (33)
Finally, we present in Fig. 3 the complete phase diagram of flexodomains in the $p, \varepsilon$ plane for the TPA ($\alpha = 0$) and for $\alpha = 8$, where similar to Fig. 1 the reduced control parameter $\varepsilon = u/u_\varepsilon - 1$ is used. Flexodomains exist in a region bounded by the neutral curve $\varepsilon_N(p)$ [Eq. (22)] and are stable in a smaller region bounded by the Eckhaus curve $\varepsilon_E(p)$. Furthermore, we show also some representative curves for $\varepsilon_{\min}(p)$, the inverse function of $p_{\min}(\varepsilon)$ in Fig. 1. They appear as straight lines except near $p = p_c = 1$, i.e., near $\varepsilon = 0$.

In general, with increasing $\alpha$ the impact of the induced potential $\phi$ on the phase diagram becomes more and more pronounced. Thus, it is obvious that the ad hoc approximation $\phi \equiv 0$ in Ref. [9] is rather poor.

The numerical calculations of the phase diagram in Fig. 3 are well confirmed by the much simpler weakly nonlinear analysis for $u \lesssim u_N(p)$, as described in Appendix C. Here Eqs. (24) are solved with the standard ansatz $f(z) = A \sin(z + \pi/2)$, which is based on the linear solution near onset. The amplitude $A$ is shown to converge to zero in the limit $u \rightarrow u_N(p)$ with $C(p, u_N(p)) \rightarrow 1$. Thus, the bifurcation of flexodomains from the planar basic state is continuous in agreement with the experiments. The total free energy is approximated by a quartic polynomial in $A$, which allows the calculation of $\varepsilon_{\min}(p)$ and $\varepsilon_E(p)$ in the weakly nonlinear regime. As detailed in Appendix C, the resulting data match well the exact numerical ones.

**V. FLEXODOMAINS IN REAL NEMATICS: EXPERIMENTS AND THEORY**

The previous section was devoted to a theoretical analysis of flexodomains using the special parameter set convention of the TPA, which allowed even for analytical solutions. Thus, a first insight into the main features of flexodomains in the nonlinear regime has already been achieved.

In this section, we will analyze flexodomains for more general, realistic material parameters, which require a full numerical solution of the basic equations. Instead of systematic studies of parameter variations, which would go beyond the scope of this paper, we will restrict ourselves to selected nematics, which have not shown electroconvection under an applied dc voltage and where the material parameters are known to some extent. In detail we analyze thus experiments in the nematic mixtures Phase 4 [18] and Phase 5 [19,20], the rodlike compound 4-n-octyloxyphenyl 4-n-methoxybenzoate (1008) [21], and a bent-core nematic 2,5-di4-[(4-heptylphenyl)-difluoromethoxy]-phenyl-1,3,4-oxadiazole (7P-CF 2OODBP) [14].

The measurements have been performed using standard sandwich cells, where rubbed, polyimide-coated electrodes provided a planar initial orientation $n_0$ of the director. Flexodomains have been excited by applying a dc voltage $U^{\text{exp}}$ to the whole cell, which are then observed in a polarizing microscope using shadowgraphy [22]. Figure 4 shows representative examples of shadowgraph images of flexodomains at two voltages $U^{\text{exp}}$ above the threshold value $U_c^{\text{exp}}$. As already mentioned, the flexodomains cannot be confused with electroconvection rolls since the latter show an orientation orthogonal to the initial director alignment. Furthermore, in contrast to electroconvection patterns, flexodomains remain relatively regular even at voltages considerably above threshold, with only a few defects [see the one in Fig. 4(b)].

To determine the threshold voltage $U_c^{\text{exp}}$, we systematically monitor as function of $U^{\text{exp}}$ the contrast of the flexodomains patterns, which vanishes, when approaching the flexoelectric instability at $U^{\text{exp}}$ from above. The wave number $p(U^{\text{exp}})$ of the flexodomains is obtained from a two-dimensional Fourier transformation of the patterns, where the critical wave number $p_c^{\text{exp}}$ is determined by $p_c^{\text{exp}} = p(U_c^{\text{exp}})$. The resulting data for the four nematics mentioned before are listed in Table I (for details, see Appendix F). In Fig. 5 we present the experimental data plotted as $p(U^{\text{exp}}) - p_c^{exp}$ as function of $U^{\text{exp}} - U_c^{\text{exp}}$. Obviously, $p(U^{\text{exp}})$ is quite well described by linear curves. This feature has been already described before in the theoretical studies of Sec. III and has strongly suggested the following analysis.

A direct comparison of the experiments with theory is far from straightforward. The main control parameter in theory is the voltage drop $U$ over the nematic layer. In contrast, the experimental voltage $U^{\text{exp}}$ contains in addition the contribution of the boundary layers at the electrodes, which is practically not available. To cope with this problem, we have exploited the empirical fact, that in experiments with the same nematic
TABLE I. Experimental data, material parameters, and theoretical results for the nematics Phase 4, Phase 5, 1008, and 7P-CF2OODBP. Cell thickness $d$ measured in $\mu$m, critical wave number $p_c^{\text{exp}}$ in units of $\pi/d$, critical voltage $U_c^{\text{exp}}$ in V. The elastic constants in units of $\kappa_0$, the dielectric constants in units of $\epsilon_0$ are taken from the literature. Together with $\epsilon_1 - \epsilon_3$, in units of $\sqrt{\kappa_0 \epsilon_0}$ they determine the scaling factor $s = U/u$. The linear stability analysis of the full equations gives then $U_c = s u_c$ in V. For details, see Appendix F.

<table>
<thead>
<tr>
<th>Material</th>
<th>Phase 4</th>
<th>Phase 5</th>
<th>1008</th>
<th>7P-CF2OODBP</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d$  µm</td>
<td>10.8</td>
<td>6.9</td>
<td>10.8</td>
<td>6.0</td>
</tr>
<tr>
<td>$p_c^{\text{exp}}$</td>
<td>1.21</td>
<td>1.14</td>
<td>2.35</td>
<td>2.77</td>
</tr>
<tr>
<td>$U_c^{\text{exp}}$</td>
<td>13.0</td>
<td>11.0</td>
<td>26.0</td>
<td>22.0</td>
</tr>
<tr>
<td>$k_0$</td>
<td>7.5</td>
<td>7.2</td>
<td>5.3</td>
<td>10.6</td>
</tr>
<tr>
<td>$\delta k$</td>
<td>0.213</td>
<td>0.361</td>
<td>0.302</td>
<td>0</td>
</tr>
<tr>
<td>$k_{33}$</td>
<td>14.1</td>
<td>12.7</td>
<td>8.2</td>
<td>25.6</td>
</tr>
<tr>
<td>$\epsilon_0$</td>
<td>5.0</td>
<td>5.25</td>
<td>4.53</td>
<td>9.5</td>
</tr>
<tr>
<td>$\epsilon_a$</td>
<td>-0.1</td>
<td>-0.184</td>
<td>-0.428</td>
<td>-4.3</td>
</tr>
<tr>
<td>$\epsilon_1 - \epsilon_3$</td>
<td>1.88</td>
<td>2.93</td>
<td>1.91</td>
<td>7.69</td>
</tr>
<tr>
<td>$s$</td>
<td>4.2</td>
<td>2.59</td>
<td>2.93</td>
<td>1.45</td>
</tr>
<tr>
<td>$U_c$</td>
<td>10.64</td>
<td>9.97</td>
<td>23.0</td>
<td>12.61</td>
</tr>
</tbody>
</table>

Material the values of $p_c^{\text{exp}}$ are fairly reproducible for different electrode configurations in distinct contrast to $U_c^{\text{exp}}$. Thus, it is suggested that $p_c^{\text{exp}}$ is mainly determined by the nematic layer alone, which is described by the theory.

For a given material parameter set we have to construct the numerical solutions of the basic equations for $n$ [Eq. (8)] and $\phi$ [Eq. (9)], together with the normalization of $n$ [Eq. (11)]. The linear analysis (see Sec. III and Appendix B) yields $p_c$ and the nondimensional critical voltage $u_c$. Most material parameters of the four nematics introduced before have been measured except the flexoeffect parameters $e_i$. Their difference, $\epsilon_1 - \epsilon_3$, has been determined for each material by fitting the theoretical values of $p_c$ to the experimental values $p_c^{\text{exp}}$ (see Appendix B), such that for each material $p_c = p_c^{\text{exp}}$ holds. The full material parameter sets used in this paper for the four nematics mentioned before are listed in Table I. In the nonlinear regime we make use of Galerkin expansions as defined in Sec. II, whereby we arrive at a system of coupled nonlinear algebraic equations for the Galerkin expansion coefficients, which are solved by Newton’s iteration methods. The iterations start from the weakly nonlinear solutions for $u \gtrsim u_0(p)$, which are easily obtained (see Appendix C). As in the previous section, we obtain then the minimal free energy $F_m(u, p)$ on the basis of $F_{\text{tot}} = \int d^3 r F_{\text{tot}}$ with the free-energy density defined in Eq. (2). Solving numerically $\partial_u F_m(u, p) = 0$ yields $p_m(u)$ as function of $u$, as discussed before [see Eq. (32) for the TPA case]. For this calculation we need also

![FIG. 5. The reduced wave number of flexodomains $p - p_c$ (in units of $\pi/d$) as function of $U - U_c$ (in volts) for various nematics: (a) Phase 4, (b) Phase 5, (c) 1008, and (d) 7P-CF2OODBP. The open circles correspond to the experimental data, where $U$ corresponds to $U_c^{\text{exp}}$ and $p$ to $p(U^{\text{exp}})$. The straight lines present the corresponding theoretical curves of $p_{\text{min}}(U)$ for the material parameters from Table I and $\epsilon_1 + \epsilon_3 = 0, \pm 10$. Furthermore, the corresponding TPA curves (dashed-dotted) are plotted as well.](032702-7)
the values of the sum \( e_1 + e_3 \). Thus, we have compared the solutions for the representative values \( e_1 + e_3 = 0, \pm 10 \) and found only a quite weak dependence on \( e_1 + e_3 \). Furthermore, to test the numerical procedure described above, it has been applied also to the TPA case, where indeed all results of Sec. IV have been reproduced.

To compare the theoretical results with the experiments we switch now from the dimensionless voltage \( u \) to \( U \) measured in volts. According to Eqs. (15) and (17) the corresponding scaling factor \( s \) is given as

\[
s = \frac{U}{u} = \frac{k_{av}\pi}{|e_1 - e_3|}\frac{1}{\sqrt{\epsilon_0}}.
\]

The resulting theoretical data for \( p_{\text{min}} - p_c \) (in units of \( \pi/d \)) are then presented in Fig. 5 as a function of the voltage difference \( U - U_c \) (in volts). Note that the curves do not depend on \( d \) since they derive from the strictly \( d \)-independent, dimensionless basic equations in Appendix A. It is evident that the slope \( d_{p_{\text{min}}}/dU \) remains constant over a wide range of \( U \) for all material parameter sets. Furthermore, the dependence of the theoretical curves on \( e_1 + e_3 \) is indeed weak.

Figure 5 also depicts (as dot-dashed lines) in physical units the corresponding TPA curves for \( 5k = e_0 = e_1 + e_3 = \phi = 0 \), where \( u_c = 2, \ p_c = 1 \) [Eq. (19)]. The material parameters \( k_{av} \) and \( e_1 - e_3 \), listed in Table I, come in only via the scaling factor \( s \) in the same table. In physical units we obtain thus \( U_{\text{TPA}} = 2s \) and the TPA relation Eq. (32) yields \( \delta k_{\text{min}} - p_c = (U - U_{\text{TPA}})/(2s) \) shown in Figure 5 for the four nematics as function of \( U - U_{\text{TPA}} \). Note that the TPA leads to significantly larger slopes compared to the exact numerical calculations.

As already mentioned, the nematic layer presents only one part of the experimental cell. Unfortunately, the voltage drop \( U \) over this layer, which is provided by the theory is not directly accessible in the experiment. One expects, however, that \( U \) should be smaller than \( U_{\text{exp}} \) due to an internal voltage attenuation in the cell. This attenuation, on the one hand, may originate from the ratio of the impedances of the nematic and of the boundary layers [20]. On the other hand, due to the dc driving, ionic Debye layers may form at the electrodes, which yields a nonuniform initial electric field distribution in the sample reducing the voltage drop over the nematic layer.

Inspection of Fig. 5 shows, however, that, apart from Phase 5, the theoretical curves match remarkably well the experimental data. This observation seems to indicate that the difference between \( U \) and \( U_{\text{exp}} \) is fairly independent of \( U_{\text{exp}} \). We are unable to give a theoretical foundation of this finding, which is certainly a demanding task, going much beyond the scope of the present paper.

VI. CONCLUSIONS

In this paper we have presented a complete theoretical analysis of flexodomains in planar layers of nematic liquid crystals in the nonlinear regime. Our main focus was on the wave number \( p(U) \) of the flexodomains as function of the applied dc voltage \( U \). It is important, that in view of the scaling properties of the basic equations with respect to \( d \) (see Appendix A), wave numbers strictly vary as \( 1/d \) in physical units, which is in general not the case for electroconvection patterns.

In contrast to the common approach in the literature starting with Ref. [9], which is based on a direct minimization of the free energy, we have concentrated in this paper first on the solution manifold of the basic equations. This gives additional insights and allows for instance a systematic weakly nonlinear analysis near the onset of the flexodomains instability. In particular, in the framework of the approximation used in Ref. [9], we obtain an exact analytical solution of \( p(U) \), which is linear in \( U \). In this context it is demonstrated that this often-cited paper is incorrect.

In addition, for four different nematics with well-known material parameters the measurements of the wave number \( p(U) \) of the flexodomains and a full numerical analysis has been performed. In all cases, we arrived at a linear relation between \( p \) and \( U \). For three of our nematics even the calculated slopes of \( p_{\text{min}}(U) \) are in a very good agreement with the experimental ones despite the experimental uncertainties discussed in the previous section. Why the experimental and the theoretical slope of \( p(U) \) for the nematic Phase 5 differ more strongly remains open for the moment. As a first step it would for instance be useful to perform detailed measurements on flexodomains for the same material, but for different electrode configurations.

As a byproduct of the analysis, we have access to the detailed director configuration of flexodomains as function of \( p \) and \( U \) in the nonlinear regime. It is planned to exploit this knowledge to analyze also the optical effects of flexodomains in diffraction experiments and in shadowgraphy.
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APPENDIX A: GENERAL EQUATIONS

According to Sec. II, the equilibrium states of our system are characterized by the vanishing of the functional derivatives of the total free energy \( F_{\text{tot}} \) with respect to the director field \( n(r) \) and the electric potential \( \phi(r) \). In the present case the corresponding free energy density \( F_{\text{tot}} \) depends only on \( n, \phi \), and their first spatial derivatives with respect to \( r = (x, y, z) \). Then the functional derivative, for instance with respect to \( n_s \), reads as follows:

\[
h_s \equiv \frac{\delta F_{\text{tot}}}{\partial n_s} = \frac{\partial F_{\text{tot}}}{\partial n_s} - \frac{\partial}{\partial n_{si}} \frac{\partial F_{\text{tot}}}{\partial n_{s,i}} = 0,
\]

where \( i = x, y, z \) and a comma indicates spatial derivatives.

It is convenient to rewrite the elastic contribution \( F_d \) [see Eq. (3)] by using the identity

\[
(n \times \text{curl} \ n)^2 = (\text{curl} \ n)^2 - (n \cdot \text{curl} \ n)^2,
\]

which holds in the case of \( n^2 = 1 \). Thus, we arrive at

\[
F_d = \frac{1}{2} [k_{11}(\text{div} \ n)^2 + k_{33}(\text{curl} \ n)^2]
\]
Note that in the framework of the TPA, where $k_{22} - k_{33} = 0$, the elastic free energy is only quadratic in $n$ and in its derivatives, which simplifies the calculations.

In the following, we concentrate on flexodomains, which depend only on $y$ and $z$. The explicit expressions for $h_{y}$ obtained from Eq. (A1) and the analogous ones for $h_{x}$ and $h_{z}$, which are needed in the director equations [Eq. (8)], read as follows:

$$h_{x} = k_{33}(n_{x,yy} + n_{x,zz}) + (k_{22} - k_{33})(n_{x} + n_{y}y + n_{z}z)
+ n_{x}[n_{x,yy} + n_{y}y + n_{z}z] + n_{y}[n_{x,zz} + n_{z}z + n_{x}y + n_{y}y],
+ n_{z}[n_{x,zz} + n_{y}y + n_{z}z + n_{x}y + n_{y}y] + n_{x}[n_{x,zz} - n_{y}y - n_{z}z - n_{y}y],
+ n_{y}[n_{x,zz} - n_{y}y - n_{z}z - n_{y}y],
+ n_{z}[n_{x,zz} - n_{y}y - n_{z}z - n_{y}y]$$

$$h_{y} = k_{11}(n_{y,yy} + n_{y,zz}) + k_{33}(n_{x,zz} - n_{y,yy}) + (k_{22} - k_{33})(n_{x,zz} + n_{x,zz} + n_{y,yy} - 3n_{y})
+ n_{x}[n_{x,yy} + n_{y}y + n_{z}z] + n_{y}[n_{x,zz} + n_{z}z + n_{x}y + n_{y}y],
+ n_{z}[n_{x,zz} + n_{y}y + n_{z}z + n_{x}y + n_{y}y] + n_{x}[n_{x,zz} - n_{y}y - n_{z}z - n_{y}y],
+ n_{y}[n_{x,zz} - n_{y}y - n_{z}z - n_{y}y],
+ n_{z}[n_{x,zz} - n_{y}y - n_{z}z - n_{y}y]$$

$$h_{z} = k_{11}(n_{z,zz}) + k_{33}(n_{z,zz} - n_{y,yy}) + (k_{22} - k_{33})(n_{x,zz} + n_{x,zz} + n_{y,yy})
+ n_{x}[n_{x,zz} + n_{y}y + n_{z}z] + n_{y}[n_{x,zz} + n_{z}z + n_{x}y + n_{y}y],
+ n_{z}[n_{x,zz} + n_{y}y + n_{z}z + n_{x}y + n_{y}y] + n_{x}[n_{x,zz} - n_{y}y - n_{z}z - n_{y}y],
+ n_{y}[n_{x,zz} - n_{y}y - n_{z}z - n_{y}y],
+ n_{z}[n_{x,zz} - n_{y}y - n_{z}z - n_{y}y]$$

In line with Eq. (A3), the expressions for $h_{x}$, $h_{y}$, and $h_{z}$ simplify considerably in the one-elastic-constant approximation $k_{11} = k_{22} = k_{33}$, where the terms nonlinear in $n$ in the curly brackets vanish. In addition, in Ref. [9] the special case of $e_{a} = 0$ and $e_{1} + e_{2} = 0$ was considered, where eventually only the flexoelectric contributions $\propto (e_{1} - e_{2})$ survive.

The electric potential is determined by

$$\frac{\delta F_{el}}{\delta \phi} = -\frac{\partial F_{el}}{\partial \phi} = \text{div} D = 0.\quad (A5)$$

In detail, we obtain

$$\text{div} D = -e_{1}\sqrt{R}(\phi_{xy} + \phi_{xz})
+ e_{2}\sqrt{R}(n_{x}y_{yy} + n_{x}y_{yy} + n_{y}y_{yy} + 2n_{z}z_{z})
+ n_{x}[n_{x}y_{yy} + n_{x}y_{yy} + n_{y}y_{yy} + n_{z}z_{z}] + n_{y}[n_{x}y_{yy} + n_{x}y_{yy} + n_{y}y_{yy} + n_{z}z_{z}]
+ n_{z}[n_{x}y_{yy} + n_{x}y_{yy} + n_{y}y_{yy} + n_{z}z_{z}] - 2n_{y}n_{x}y_{yy} + (e_{1} - e_{2})(n_{x}y_{yy} + n_{x}y_{yy} + n_{y}y_{yy} + n_{z}z_{z})
+ (e_{1} + e_{2})[n_{x}y_{yy} + n_{x}y_{yy} + n_{y}y_{yy} + n_{z}z_{z}]
+ n_{x}y_{yy} + n_{x}y_{yy} + n_{y}y_{yy} + n_{z}z_{z} = 0.\quad (A6)$$

Even using the approximation $e_{a} = 0$ and $(e_{1} + e_{2}) = 0$, a term $\propto (e_{1} - e_{2})$, quadratic in the spatial derivatives of $n$ survives. It results in a finite correction via $\phi$ to the basic potential $-E_{0}z_{z}$; however, it has been neglected in Ref. [9]. It should be realized that the thickness of the nematic layer $d$ has perfectly scaled out in the nondimensional Eqs. (A4) and (A6).

**APPENDIX B: LINEAR STABILITY ANALYSIS**

In the linear regime, Eqs. (8) reduce to

$$h_{y} = 0,\quad h_{z} = 0.\quad (B1)$$

They are obtained from Eq. (A4) for $k_{22} - k_{33} = 0$ and $\phi = 0$ and have to be solved [in line with Eq. (14)] using the ansatz

$$n_{y} = \tilde{n}_{y}(z) \sin(py),\quad n_{z} = \tilde{n}_{z}(z) \cos(py),\quad (B2)$$

where $\tilde{n}_{y}(\pm \pi/2) = \tilde{n}_{z}(\pm \pi/2) = 0$ have to be fulfilled. Introducing the new variables $\mu$, $\delta k$, and $u$ [see Eqs. (16) and (17)], we arrive at a transcendental equation (see Eq. (12) in Ref. [7]), which determines for fixed $p$ a discrete set of $u$ values that depend on $\mu$ and $\delta k$. The smallest $u > 0$ determines the neutral curve $u_{N}(\mu, \delta k)$. As explained in Ref. [7], this function can be alternatively calculated using a time-dependent “viscous” generalization of Eqs. (B1). In this way, one obtains the growth rates of flexodomains as function of $u$, which cross zero at $u = u_{N}(p)$.

It turns out that $|\delta k|$ is fairly small for the nematic materials used in the experiments discussed in Sec. V. Thus, in line with Ref. [7], it is very useful to analyze Eqs. (B1) first in the limit $\delta k \to 0$ using the “one-mode” approximation $\tilde{n}_{y} \propto \sin(z + \pi/2),\tilde{n}_{z} \propto \sin(z + \pi/2)$. The neutral curve is then given as

$$u_{N}^{2}(p) = \frac{(p^2 + 1)^2 - 8k^2(p^2 - 1)^2}{p^2 + \mu[p^2 + 1 + 4k(p^2 - 1)]}.\quad (B3)$$

The minimum of $u_{N}^{2}(p)$ with respect to $p$ determines the critical wave number $p = p_{c}$:

$$p_{c}^{2} = \frac{-(1 + \delta k^{2})\mu + \sqrt{[1 + 4\delta k][1 + 4\delta k(1 + 4\mu)]}}{[1 + 4\mu][1 + \mu(1 + \delta k)]}.\quad (B4)$$

In general, Eqs. (B3) and (B4) approximate very well the corresponding rigorous data. The relative errors are in fact smaller than 0.5% for $|\delta k| < 0.2$; for larger $|\delta k|$, these approximations provide valuable starting conditions for the full numerical analysis for arbitrary $\delta k$.

As explained in Sec. V, we obtain $e_{1}$ and $e_{2}$ by fitting $p_{c}$ to $p_{c}^{exp}$. The solution of Eq. (B4) with respect to $\mu$ defines the function $\tilde{\mu}(p_{c})$ as follows:

$$\tilde{\mu}(p_{c}) = -\frac{(1 + \delta k^{2})(p_{c}^{2} - 1)}{[1 + p_{c}^{2} + 4k(p_{c}^{2} - 1)]^2}.\quad (B5)$$
from which we obtain \( \mu^{\exp} = \tilde{\mu}(p^{\exp}) \). Exploiting then the equation

\[
\frac{\epsilon_p k_{av}}{(e_1 - e_3)^2} = \mu^{\exp}
\]

[see Eq. (17)], one obtains for a given value of \( p^{\exp} \) the value of 
\( (e_1 - e_3)^2 \) in the one-elastic-constant approximation. That fit is then iteratively refined for arbitrary \( \delta k \) by using the exact solutions of Eq. (B1).

APPENDIX C: WEAKLY NONLINEAR ANALYSIS

In this section we discuss \( p_{\min}(u) \) in the so-called weakly nonlinear analysis using the TPA parameters convention \( k_{11} = k_{22} = k_{33} = k_{av}, \ e_0 = 0, \) and \( e_1 = e_3 = 0 \) but keeping \( \phi \) finite. One starts with the ansatz \( f(z) = A \sin(z + \pi/2) \) in Eqs. (24), which is even in \( z \). It derives from the identical \( z \)-dependence of the linear solutions \( n_1(y, z) \) and \( n_2(y, z) \) of Eqs. (B1) on the neutral curve \( u_N(p) = (p^2 + 1)/p \) [Eq. (18)], where \( C[p, u = u_N(p)] = 1 \) holds. Expanding Eqs. (24) up to cubic order in the amplitude \( A \), which involves also a contribution \( \propto A^2 \) to \( \phi \), we obtain after a simple calculation from the free energy \( F \) [Eq. (26)] the corresponding \( F^{\text{weak}} \) in the weakly nonlinear approximation as

\[
F^{\text{weak}} = -\frac{\pi k_{av}}{4} \left[ A^2(C(p, u) - 1) - \frac{A^4}{4}(1 + \alpha p^2)/2 \right].
\]

Thus, the condition \( \partial F^{\text{weak}}/\partial A = 0 \) yields the amplitude \( A_{eq}(u, p, \alpha) \) as

\[
A_{eq}^2(u, p, \alpha) = 2 \left( \frac{C(p, u) - 1}{1 + \alpha p^2}/2 \right).
\]

Obviously, since \( A_{eq}^2 \) increases continuously with increasing \( u > u_N(p) \), i.e., with \( C(p, u) > 1 \), we have a continuous bifurcation to flexodomains at \( u = u_N(p) \). Substituting \( A_{eq}^2 = A_{eq}^2 \) into Eq. (C1) we obtain the equilibrium free energy \( F^{\text{weak}}(p, u, \alpha) \) as

\[
F_{eq}^{\text{weak}}(p, u, \alpha) = -\frac{\pi k_{av}}{4} \left[ (p - p) - 1 \right]^2 / (1 + \alpha p^2)/2.
\]

Evaluating \( \partial k_{F_{eq}^{\text{weak}}(p, u, \alpha)} = 0 \), one arrives at the relation \( p = p_{\min}(u) \), which is written in analogy to Eq. (30) as follows:

\[
p_{\min}(u) = u/2 - \Sigma_m(p_{\min}, \alpha),
\]

where

\[
\Sigma_m(p_{\min}, \alpha) = \alpha p_{\min}(p_{\min}^2 - 1)/4.
\]

For \( \alpha = 0 \), one recovers the general linear function \( p_{\min}(u) = u/2 \) in Eq. (32), which is shifted downwards for \( \alpha \neq 0 \) and \( u > u_c \) consistent with Fig. 1.

In the weakly nonlinear regime, the Eckhaus stability line \( u_E(p) \) is determined by \( \partial p_E F_{eq}^{\text{weak}}(p, u, \alpha) = 0 \), where \( F_{eq}^{\text{weak}} \) is given in Eq. (C3). One arrives at a lengthy expression not shown here. In leading order in \( \alpha \) and keeping only terms up to order \( (p - 1)^3 \), it reduces to

\[
\epsilon_E(p) = u_E(p)/u_c - 1 = \frac{3}{2} (p - 1)^3 [1 - (3 - 4\alpha/3)(p - 1)].
\]

One sees, in particular, that the \( \epsilon_E(p) \) curve for \( \alpha > 0 \) runs above the one for \( \alpha = 0 \) for \( p > p_c = 1 \) and below for \( p < 1 \), i.e., the stability region is tilted to the left in agreement with Fig. 3.

APPENDIX D: DISCUSSION OF THE SOLUTIONS

\( f(z) \) AND \( \phi(z) \)

In the following, we discuss Eqs. (24) at first neglecting the \( \phi \) correction of the applied field, as done in the work of Terent’ev and Pikin [9], without any comment. It will be demonstrated that in this case the highly nonlinear ODE [Eq. (24a)] for \( f(z) \) can be solved in terms of an elliptic function. In view of \( |f(z)| < 1 \) we use the ansatz \( f(z) = \sin(\theta(z)) \) with \( \theta(\pm\pi/2) = 0 \). Then Eq. (24a) transforms into

\[
\delta z + C(p, u) \sin \theta \cos \theta = 0,
\]

where \( C(p, u) = p(u - p) \) and \( |f(z)| < 1 \) implies \( |\theta(z)| < \pi/2 \). Multiplication of Eq. (D1) with \( \delta \theta \) leads to the conservation law:

\[
(\delta \theta)^2 + C(p, u) \sin^2 \theta = \text{const}.
\]

Again we need only even \( f(z) \), which implies \( \delta f(z) = 0 \) and consequently \( \partial \theta(z = 0) = 0 \). Thus, we obtain from Eq. (D2) the condition \( C(p, u) \sin^2(\theta(0)) = \text{const} \), which leads via separation of variables to

\[
z = \frac{\pi}{2} + \frac{1}{\sqrt{C}} \sin \theta_0 \int_0^\theta \frac{d\psi}{\sqrt{1 - \sin^2 \psi/\sin^2 \theta_0}},
\]

with \( \theta_0 = \theta(0) \). The integral over \( \psi \) defines the elliptic integral of the first kind, \( F(\theta | m) \), with \( m = 1/\sin^2 \theta_0 \) (see, e.g., Chapter 17 in Ref. [23]). Thus, \( \theta(z) \) can be expressed by the inverse function \( F^{-1}(\theta | m) \). Since \( f(z) = \sin(\theta(z)) \), it is convenient to introduce the Jacobi elliptic function \( sn(z | m) \) defined as \( sn(z | m) = F^{-1}(\theta | m) \). Using the general relation \( sn(x | m) = m^{-1/2} sn(x m^{-1/2} | m^{-1}) \), we obtain

\[
f(z) = f_0 sn\left[ (\pi/2) \sqrt{C(p, u)} | f_0^2 \right],
\]

with \( f_0 = f(z = 0) \), which for \( z = 0 \) leads to the following transcendental equation to determine \( f_0 = \sin \theta_0 \) as function of \( C(p, u) \):

\[
\sin \left[ (\pi/2) \sqrt{C(p, u)} | f_0^2 \right] = 1.
\]

This equation has to be solved numerically. Here and also in the following Mathematica has been extensively used.

From a numerical point of view it is sometimes more convenient to determine first \( f_0 \) as function of \( C \) by using the inverse function, \( sn^{-1}(x | f_0^2) \), of \( sn(x | f_0^2) \) with respect to the first argument. In particular, \( sn^{-1}(x = 1 | f_0^2) \) defines the complete elliptic integral of the first kind, \( K(m) \), with \( m = f_0^2 \) (see Eq. (17.3.1) of Ref. [23]). Thus, we obtain from Eq. (D5) the relation

\[
\frac{\pi}{2} \sqrt{C(p, u)} = K(f_0^2).
\]
FIG. 6. Solutions \( f(z) \) of Eq. (24) for \( u = 8 \) \((\epsilon = 3)\), \( p = p_{\text{min}}(u) \), and different values of \( \alpha \). Since \( f(z) \) is mirror symmetric about \( z = 0 \), it is not shown in the interval \( 0 \leq z \leq \pi/2 \).

Using the limits of \( K(m) \) at \( m = 0 \) and \( m = 1 \), respectively, to be found again in Ref. [23], we obtain \( f_0 \to 0 \) for \( C(p, u) \to 1 \) and \( f_0 \to 1 \) for \( C(p, u) \to \infty \). As a representative example, the function \( f(z) \) is shown in Fig. 6 for \( u = 8 \) \((\epsilon = 3)\) and \( p = p_{\text{min}}(u) \) for different values of \( \alpha \).

In general, \( f(z) \) rises with a slope \( \alpha \sqrt{C} \) at \( z = -\pi/2 \) and transforms into an extended flat plateau with \( f(z) \approx f_0 \) when increasing \( z \) toward \( z = 0 \). This observation leads to a rough argument, why the downward shift of \( p_{\text{min}}(\epsilon) \) in Fig. 1 for finite \( \alpha \) becomes constant for larger \( \epsilon \). According to Eq. (30) we have to discuss the integrals \( I(f^2) \) and \( I(\phi^2 f^2) \). It is obvious that the first one is governed by the plateau regime of \( f(z) \) for large \( C \); thus, \( I(f^2) \) approaches \( \pi \). To estimate \( I(\phi^2 f^2) \), first, Eq. (24b) is integrated with respect to \( z \), which yields

\[
\phi^2(z) = \alpha \left[ f^2(z) - \frac{1}{\pi} \int_{-\pi/2}^{\pi/2} d\zeta f^2(\zeta) \right].
\]  

(D7)

Here the condition \( \int_{-\pi/2}^{\pi/2} d\zeta \phi^2(z) = 0 \) has been exploited, which derives from \( \phi(\pm\pi/2) = 0 \). Using Eq. (D7), the integral \( I(\phi^2 f^2) \) can be rewritten as

\[
I(\phi^2 f^2) = \alpha \left[ \int_{-\pi/2}^{\pi/2} d\zeta f^4(z) - \frac{1}{\pi} (I(f^2))^2 \right].
\]  

(D8)

For larger \( C \), only the contribution \( \propto \alpha p^2/\sqrt{C} \) from the linear part of \( f(z) \) near \( z = \pm\pi/2 \) survives, while the plateau of \( f(z) \) does not contribute. Since \( C = O(p^2) \) at large \( \epsilon \), the shift \( \Sigma_m \) becomes indeed \( \epsilon \) independent.

**APPENDIX E: COMMENT ON THE TERENT’EV AND PIKIN ANALYSIS**

The starting point in Ref. [9] was the free-energy density \( F_{\text{tot}} \) [Eq. (2)] under the TPA. The condition \( n_z = 1 \) was guaranteed by representing \( n \) in terms of polar angles \( \theta(y, z) \), \( \varphi(y, z) \):

\[
n_x = \cos \theta \cos \varphi, \quad n_y = \cos \theta \sin \varphi, \quad n_z = \sin \theta.
\]  

(E1)

This representation for \( n \) was then substituted into \( F_{\text{tot}} \), where only the terms up to sixth order in \( \theta \) and \( \varphi \) have been kept.

In addition, \( \theta \) and \( \varphi \) have been expanded as follows:

\[
\theta(y, z) = \cos(\pi z/d)[\theta_1 \cos(py) + \theta_3 \cos(3py)],
\]

\[
\varphi(y, z) = \cos(\pi z/d)[\varphi_1 \cos(py) + \varphi_3 \sin(3py)].
\]  

(E2)

After integrating \( F_{\text{tot}} \) over \( z \) and \( y \), one arrives at the total free energy, \( F^{\text{TP}}(\theta_i, \varphi_i) \), in the form of a polynomial of sixth order in \( \theta_i \) and \( \varphi_i \), \( i = 1, 3 \) with coefficients depending on \( p \) and \( u \). Next, the solutions \( \theta_i(u, p), \varphi_i(u, p) \) of the four coupled nonlinear equations, \( \partial F^{\text{TP}}/\partial \theta_i = 0 \) and \( \partial F^{\text{TP}}/\partial \varphi_i = 0 \), \( i = 1, 3 \), are inserted into \( F^{\text{TP}} \). Minimizing the resulting equilibrium free energy \( F^{\text{eq}}(p, u) \) at fixed \( u \) with respect to \( p \) should then give \( p_{\text{min}}(u) \) as given in Ref. [9]. Thus, we have carried through the whole procedure using *Mathematica*. Not surprisingly, we obtained in the weakly nonlinear regime \( u \geq u_c = 2 \) again \( p_{\text{min}}(u) = cu \) with \( c = 1/2 \). However, while \( c = 1/2 \) remains unchanged for arbitrary \( u \) in our rigorous analytical TPA calculations [see Eq. (32)], it decreases continuously with increasing \( u \) in the approximation described above. We find, for instance, \( dp_{\text{min}}/du = 0.47 \) for \( u = 2.5 \) and \( dp_{\text{min}}/du = 0.31 \) for \( u = 5 \). This finding is in distinct contrast to the corresponding result given in Ref. [9], where \( dp_{\text{min}}/du = 0.603/\pi = 0.192 \) (in our units) is predicted to hold for large \( u \gg u_c \).

That the approximation scheme based on Eq. (E2) is problematic at larger \( u \) becomes already clear in the light of our exact solution for \( n \) [Eq. (23)], where, for instance, \( n_z \) does not depend on \( y \). Though in Ref. [9] not all details of their calculations are available, their analysis suffers from technical errors. For instance, instead of a required expansion of \( \cos^2 \theta (\partial_i \varphi)^2 \) term in the elastic part of the free energy expression, erroneously \( \cos \theta (\partial_i \varphi)^2 \) has been expanded, as inspection of Eq. (2) in Ref. [9] shows. Keeping as a test this error in our calculations, we were even unable to find a minimum of the free energy as function of \( p \) for fixed \( u \) and must conclude that the analysis in Ref. [9] suffers from additional errors.

**APPENDIX F: EXPERIMENTAL AND THEORETICAL DATA AND MATERIAL PARAMETERS**

In Table I one finds first some data (cell thickness \( d \), critical wave number \( p_c^{\text{exp}} \), and voltage \( U_{c0}^{\text{exp}} \)) characterizing the experiments in Sec. V together with the corresponding material parameters of our four nematics and the scaling factor \( s = U/u \) [Eq. (34)]. The material parameters are taken for the nematic mixture Phase 4 from Ref. [18], for the mixture Phase 5 from Ref. [19], and for the rodlike compound 4-n-octyloxyphenyl 4-n-methoxybenzoate (10O8) from Ref. [21]. Data for the bent-core nematic 2,5-di[4-(4-heptylphenyl)-difluoromethoxy]-phenyl-1,3,4-oxadiazole (7P-CF2OODBP) [14] are not available, thus those of the similar substance 2,5-di[4-(4-heptylphenyl)-difluoromethoxy]-phenyl-1,3,4-oxadiazole (9P-CF2OODBP) are taken from Ref. [24]. From the linear stability analysis of the full equations, one obtains \( U_c = s u_c \) and \( p_c \), which is identified with \( p_c^{\text{exp}} \) by fitting \( e_1 - e_3 \) (see Appendix B).