The multiphoton photo-effect and harmonic generation at metal surfaces
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Abstract. By using a dipole-layer model for the scattering of electrons at a metal surface in a laser field, we show that, at relatively moderate laser intensities of some 10¹⁰ W cm⁻² of a Nd:YAG laser, photo-electrons of very high nonlinear order are generated having energies of up to about 500 eV. Similarly, we predict harmonics of very high order under the same parameter conditions. The high-order electron-energy spectrum agrees very well with recent observations by Farkas et al (Phys. Rev. A 41 4123 (1990); Opt. Eng. 32 2476 (1993)). With our model predictions one does not need to resort to the mechanism of Coulomb explosion in order to explain the observed high-energy photo-electrons.

1. Introduction

With increasing power of the available laser sources the investigation of the multiphoton ionization and harmonic generation brought about by shining laser light onto atoms became a subject of very active research [1, 2]. Similarly, it has become of interest to consider these processes at metals since the density of active electrons at solid surfaces is very high. When one is investigating the multiphoton photo-effect and harmonic generation at metal surfaces, one has to distinguish between two different regimes. If the laser power is very high and the laser pulses are very short, then a radiation-compressed surface plasma gets formed and harmonics can be formed in this over-dense quasi-free-electron cloud [3–6]. In the second case, which will be considered here, much effort is devoted to keeping the solid surface unheated. This requires the use of a rather low laser power of some 10⁹–10¹⁰ W cm⁻² and picosecond laser pulses. Such experiments have been performed more recently by Farkas and co-workers [7–9]. In these experiments rather high-energy photo-electrons were observed which had not been predicted by the existing model calculations [10–12]. It has been argued that the observed high-energy electrons of a few hundred electron-volts may have their origin in Coulomb explosion [13] but very recent experiments by Farkas et al [9] showed that this mechanism cannot explain the discreteness of the observed photo-electron spectrum.

It is the purpose of the present paper to suggest a model which explains the occurrence of high-energy photo-electrons and predicts simultaneously the generation of harmonics at very high nonlinear order. Our model is based on a remark by Liebsch and Schaich [14] that, for generation of harmonics at solid surfaces, polarization effects play a crucial role. We therefore present in the following a simple model calculation which is based on the formation of a surface dipole layer induced by the presence of the laser field and we consider the scattering of a test charge of the solid by this dipole field oscillating in time with the period of the laser radiation.

2. The dipole model of the multiphoton photo-effect

We consider a laser beam which is impinging under grazing incidence on a metal surface such that the laser polarization is almost perpendicular to the surface. This field will induce at the surface in each pair of ion core and associated electrons an oscillating dipole moment directed perpendicularly to the solid surface. If we sum up the contributions of all these dipoles along the surface of the solid, they will yield a dipole-layer potential for a test charge near the surface and this dipole-layer potential will oscillate with the laser frequency. The general idea behind these assumptions is the following. In a monovalent metal like gold, used in the experiments of Farkas and co-workers [7–9], at any instant of time we may associate with every Wigner–Seitz cell around an ion core and associated electrons an oscillating dipole moment directed perpendicularly to the solid surface. If we sum up the contributions of all these dipoles along the surface of the solid, they will yield a dipole-layer potential for a test charge near the surface and this dipole-layer potential will oscillate with the laser frequency. The general idea behind these assumptions is the following. In a monovalent metal like gold, used in the experiments of Farkas and co-workers [7–9], at any instant of time we may associate with every Wigner–Seitz cell around an ion near the surface on the average one quasi-free conduction electron. The gas of quasi-free electrons, however, is subjected to density fluctuations so that there will always be electrons near the surface of the solid which have no ion as their partner. These will be those electrons which
have come under the influence of the above laser-induced dipole potential and which will become the ionized photo-electrons. This ionization process has formally to be treated within the framework of quantum-mechanical scattering theory whereby the wavefunction of the ionizing electron under the influence of the above dipole-layer potential as well as the static potential of the metal have to be matched at the boundary between the interior and exterior regions near the metal surface. Of course, since the density of electrons in the metal is so large, in the case of gold \( 5.9 \times 10^{22} \, \text{cm}^{-3} \), we may safely neglect the depletion of electrons near the surface of the solid due to ionization. Consequently, it is a reasonable assumption to have on the one hand electron–ion pairs near the surface yielding dipole oscillations in the laser field and, on the other hand, electrons on which the generated dipole forces are acting. This is the basis of our considerations below.

In figure 1 \( \xi(t) \) is the laser-induced displacement of an electron near the surface with respect to the corresponding ion core which is considered at rest. The potential energy stemming from an ion at position \( r_j \) and the corresponding electron at position \( r_j + \xi(t) \) for a test charge \(-e\) is then given by

\[
V_j = \frac{e^2}{|r - (r_j + \xi)|} - \frac{e^2}{|r - r_j|} \approx e^2 \xi \cdot \frac{(r - r_j)}{|r - r_j|^3} + \cdots \quad (1)
\]

where we have made an expansion of \( V_j \) up to first order in \( \xi(t) \). Now we sum up all the contributions of the \( V_j \) terms by going over to the continuum limit. This yields

\[
V = \sum_j V_j \to e^2 n_e \int dx' dy' dz' \frac{\xi_i(t)(z - z')}{[(x - x')^2 + (y - y')^2 + (z - z')^2]^{1/2}}
\]

where we have introduced the electron density \( n_e \) which is assumed to be the same as the ion density because of the charge neutrality of the solid. In the numerator of (2) the \( x \) and \( y \) components of \( \xi(t) \) do not show up since they drop out due to the axial symmetry of the problem with respect to the \( z \) axis perpendicular to the metal surface (see figure 1). On going over to polar coordinates \( x' = \rho \cos \varphi, y' = \rho \sin \varphi \) and performing the integrations with respect to \( \rho \) and \( \varphi \), we get for the dipole potential \( V \)

\[
V = 2\pi n_e e^2 \int_{-\infty}^0 dz' \frac{\xi(z', t)}{|z - z'|} \sin(\omega t)
\]

where \( (z - z')/|z - z'| = 1 \) for \( z > z' \) and \(-1\) for \( z < z' \). In order to evaluate the integral in (3), we have to know the functional form of \( \xi(z', t) \). Let us assume that the distribution of \( \xi(z', t) \), stemming from the laser field of electric field strength \( F_0 \) inside the solid is given by

\[
F = F_0 \exp(z'/\delta) \sin(\omega t)
\]

where \( \omega \) is the laser frequency and \( \delta \) the skin depth in the metal. By solving Newton’s equation of motion for the electron in the presence of the above field we get

\[
\xi(z', t) = \alpha_0 \exp(z'/\delta) \sin(\omega t) \quad \alpha_0 = eF_0/(m\omega^2).
\]

For a certain instant of time, say \( \omega t = \pi/2 \), the potential given by (6a) and (6b) is shown schematically in figure 2. In figure 2 we have introduced the abbreviation \( V_1 \) which is the amplitude of the oscillating double-layer potential and which is given by

\[
V_1 = 2\pi n_e e^2 \delta \alpha_0 = \frac{1}{2}(\omega_p/\omega)^2(\delta/\lambda) \mu mc^2
\]

where we used the definition of the plasma frequency \( \omega_p^2 = 4\pi n_e e^2/m \).

\[
\lambda = \lambda/(2\pi) = c/\omega \text{ is the inverse of the wavenumber of the laser field. Moreover, we have defined the widely used dimensionless intensity parameter } \mu \text{ which can be expressed in the form}
\]

\[
\mu = eF_0/(m\omega c) = 10^{-9} I^{1/2}/E_{ph}
\]
where the laser intensity $I$ is measured in W cm$^{-2}$ and $E_{ph}$ measures the photon energy in electron-volts. In general, the skin depth $\delta$ is given by the expression

$$\delta = c/(\omega_p^2 - \omega^2)^{1/2} \approx c/\omega_p$$

in which the last approximation is accurate as long as $\omega_p \gg \omega$. This is the case for the experiments mentioned in the introduction in which the target metal was gold for which $\hbar\omega_p = 10.53$ eV whereas the photon energy of the used Nd:YAG laser is $\hbar\omega = 1.17$ eV. In the above approximation, $V_1$ of (7) can be written as

$$V_1 = \frac{1}{2}(\omega_p/\omega)\mu mc^2.$$  \hfill (7a)

In order to get a feeling for the size of $V_1$, as given by the approximation (7a), we evaluated it for gold at a laser intensity of $2.5 \times 10^{10}$ W cm$^{-2}$. In this case we have $\omega_p/\omega = 9$ and $\mu = 1.35 \times 10^{-4}$. With these parameter values $V_1$ turns out to be 304 eV.

Before we continue, let us consider the fact that, classically, an electron near the surface of the metal can radiate under the action of the above dipole potential. Starting from (6b) we get from Newton’s equation of motion

$$d_t p_z = -\partial_z V(z = 0) = -4\pi n_e e^2 a_0 \sin(\omega t)$$

$$d_t z = -(4\pi n_e e^2 a_0/m) \sin(\omega t)$$ \hfill (10)

and hence we find from Larmor’s formula for the radiated power or, more conveniently, for the scattering cross section

$$d\sigma/d\Omega = [e^2/(4\pi^2 I)](\langle d_t z \rangle^2) \sin^2 \theta$$

$$= (r_0/\pi)^2 (r_0^2 n_e^2)^2 \sin^2 \theta$$ \hfill (11)

where $I$ is the laser intensity, $\theta$ is the angle of radiation emission with respect to the laser polarization perpendicular to the surface of the metal and $r_0$ is the classical electron radius. The angle brackets indicate averaging over one laser period. Since for the Nd:YAG laser used in the experiments $\lambda = 1064$ nm, $n_e = 5.9 \times 10^{22}$ cm$^{-3}$ and $r_0 = 2.8 \times 10^{-13}$ cm we find $d\sigma/d\Omega = 16.8 r_0^2 \sin^2 \theta \sin^2 \theta$ which is only slightly larger than the Thomson cross section. So far one would think that classically there is no harmonic generation. This, however, we obtain by properly taking into account the laser-induced retardation effects which are caused by the large amplitude of electron oscillation in the laser field. As we showed many years ago [15], the correctly retarded acceleration can be written to first order of approximation in the following form:

$$d_t z(\tau) = -(4\pi n_e e^2 a_0/m) \sin[\omega(\tau - (z(\tau)/c) \cos \theta)]$$ \hfill (12)

where $\tau = t - r/c$ is the average retarded time. By performing in (10) the two time integrations to get $z(\tau)$, we find after insertion of $z(\tau)$ into (12) and Fourier decomposition the following nonlinear cross sections for the $n$th order harmonics as the corresponding generalization of (11):

$$d\sigma_n/d\Omega = 16.8 r_0^2 \sin^2 \theta J_n^2(a_{nl})$$

$$a_{nl} = [\alpha n \lambda_c^2 \mu/(2\pi^2)] \cos \theta$$ \hfill (13)

where $J_n$ is an ordinary Bessel function of order $n \geq 0$ and $a_{nl}$ is a classical parameter to be compared later on with the parameter $a$ of our quantum mechanical calculations. In $a_{nl}$, $\alpha$ is the fine-structure constant, $\lambda_c$ the Compton wavelength and $\mu$ the intensity parameter introduced in (8). Using the corresponding parameter values of the laser and the target and taking $I = 10^{10}$ W cm$^{-2}$, we get for the maximum value of $a_{nl} = 5.3 \times 10^{-3} \ll 1$ and hence the harmonic efficiency is negligibly small.

After this excursion into the classical domain, assuming that the generation of harmonics at metal surfaces can be treated classically, we return to our quantum-mechanical treatment. In fact, since the photo-effect and its generalization, the multiphoton photo-effect, are quantum mechanical-processes, their accompanying process of harmonic generation also has to be treated quantum mechanically and this will yield results entirely different from those of our foregoing classical analysis.

Going back to equations (6a) and (6b), we shall in the following simplify our analysis of electron scattering at the solid surface in the presence of the above dipole-layer potential. We shall approximate this potential, which is depicted in figure 2, by an oscillating potential step by taking for the amplitude of $V$ at $z < 0$ its asymptotic value $-V_1$ for $z \to -\infty$. Hence we use an idealized double-layer potential which oscillates with the frequency of the laser field between the two extreme values $-V_1$ and $+V_1$ in opposite phase for $z < 0$ and $z > 0$. The static potential exerted by the metal surface on the test electron will be described in the spirit of the Sommerfeld model of a metal by the step function $V_0(z) = V_0[\Theta(z) - 1]$, where $\Theta(z)$ is Heaviside’s step function and $V_0$ is the depth of the potential well.

In this way the relevant Schrödinger equations, governing the scattering process in the two regions $z < 0$ and $z > 0$ can be written in the form

$$[\hat{p}^2/(2m) - V_0 - V_1 \sin(\omega t)]\Psi_I = \ii \hbar \partial_z \Psi_I \quad (z < 0)$$

$$[\hat{p}^2/(2m) + V_1 \sin(\omega t)]\Psi_{II} = \ii \hbar \partial_z \Psi_{II} \quad (z > 0).$$ \hfill (14a)

\hfill (14b)

In order to satisfy the boundary conditions at $z = 0$, we have to make a Floquet Ansatz in both regions in terms of the fundamental solutions of the above equations. Thus we put

$$\Psi_I = \left(\chi_0^{(+)} - \chi_0^{(-)} + \sum_n R_n \chi_n^{(-)}\right) \exp[-i(V_1(\hbar\omega)/I)\cos(\omega t)]$$

$$\Psi_{II} = \sum_n T_n \varphi_n^{(+)} \exp[i(V_1(\hbar\omega)/I)\cos(\omega t)]$$ \hfill (15a)

\hfill (15b)

where

$$\chi_0^{(+)} = \exp(\pm i q_0 z/\hbar - i E_0 t/\hbar)$$

$$\chi_0^{(-)} = \exp[-i q_0 z/\hbar - i(E_0 + n\hbar \omega) t/\hbar]$$ \hfill (16)

with the momenta $q_n$ satisfying the free-mass-shell relations

$$q_n = [2m(V_0 + E_0 + n\hbar \omega)]^{1/2}.$$ \hfill (16a)

Similarly,

$$\varphi_n^{(+)} = \exp(\pm i p_n z/\hbar - i(E_0 + n\hbar \omega) t/\hbar)$$
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\[ p_n = \pm [2m(E_0 + \hbar \omega)]^{1/2}. \] (17)

The unknown reflection coefficients \( R_n \) and transmission coefficients \( T_n \) can be determined from the matching equations, the first of which is

\[ \Psi_f(0, t) = \Psi_{1f}(0, t) \] (18)

from which follows that, for all values of \( t \), the following relations hold:

\[ R_n = \sum_k J_{n-k}(a) i^{n-k} T_k. \] (18a)

These relations are obtained by applying to (18) in its explicit form the Fourier-expansion theorem with respect to \( t \) using the Jacobi–Ange formula which is generating the ordinary Bessel functions \( J_n \) of order \( n \). The parameter \( a \) appearing in (18a) as the argument of the Bessel functions is defined by

\[ a = 2V_1/\hbar \omega. \] (19)

It represents the maximum amplitude of the oscillating dipole layer expressed in units of the photon energy and should be compared with our above classical parameter \( a_{cl} \) as given by (13). Whereas \( V_1 \) of (7a) represents a classical expression, the parameter \( a \) of (19) is apparently of quantum-mechanical origin and we therefore expect results from our quantum-mechanical calculations entirely different from those from our foregoing classical considerations, though in both cases the results can be expressed by Bessel functions. Similarly, we get from the continuity condition for the derivatives of the wavefunctions

\[ \partial_t \Psi_f(0, t) = \partial_t \Psi_{1f}(0, t) \] (20)

the relations

\[ 2q_0 \delta_{n,0} - q_n R_n = \sum_k J_{n-k}(a) i^{n-k} p_k T_k \] (20a)

where the Bessel functions have the same argument (19) as before. By combining (18a) and (20a) one can derive a closed infinite set of linear algebraic equations for the transmission coefficients \( T_k \)

\[ \delta_{n,0} = \sum_k J_{n-k}(a) i^{n-k} q_n + p_k T_k. \] (21)

Once we know the solution of (21) for the transmission coefficients \( T_k \), then, on account of (20a), we also know the reflection coefficients \( R_n \). The time-averaged outgoing current components (for which the momenta \( p_n \) are real) corresponding to the absorption or emission of \( n \) photons, can be obtained from \( \Psi_{1f} \) of (15b) by using the standard formula of quantum mechanics yielding the probability current density. For convenience we normalize these current components with respect to the incoming current density in order to get dimensionless quantities. So we define the normalized components of the transmitted current density by

\[ j_t(n) = (p_n/q_0)|T_n|^2 \] (22)

which is valid for \( n \geq n_0 \), where \( n_0 \) is the minimum number of photons to be absorbed in order to have true free-running outgoing waves. If \( n < n_0 \) then the components (17) associated with such momenta are evanescent waves bound to the surface of the metal. In a similar fashion we define the normalized components of the reflected current by

\[ j_r(n) = (q_n/q_0)|R_n - \delta_{n,0}|^2 \] (23)

this being valid for \( n \geq n_1 \), where \( n_1 \) has a similar meaning to that of \( n_0 \) before. The conservation of probability condition requires that the sum of the normalized reflected and transmitted current components be unity; that is

\[ \sum_{n=n_1}^{\infty} j_r(n) + \sum_{n=n_0}^{\infty} j_t(n) = 1. \] (24)

This condition can serve as a check for testing the accuracy of the numerical solutions of the matching equations (18a), (20a) and (21).

Unfortunately, (21) cannot be solved analytically. If we truncate this set of equations in order to get a numerical solution, the accuracy of this approximate solution will of course depend on the size of the truncated kernel matrix. On the other hand, it is intuitively clear that the size of the truncated kernel matrix to be taken crucially depends on the value of the parameter \( a \) given by (19). For instance, for the example of \( V_1 = 304 \) eV, mentioned previously, we find \( a = 250 \) (which is six orders of magnitude larger than \( a_{cl} \)). In this case an accurate result can certainly not be obtained with a truncated kernel matrix of a size less than \( 1000 \times 1000 \).

Fortunately, for very large values of the parameter \( a \) the solutions \( T_n \) of (21) can be well approximated by an analytical formula, at least for large values of \( n \). In order to find this analytical approximation, we proceed as follows. First we write down an alternative form of (21):

\[ \delta_{n,0} = \sum_k J_{n-k}(a) q_n + p_k T_k i^{-k}. \] (25a)
and multiply this equation by $J_{\ell-k}(-a)$ and take the sum over $n$. Thus we get after the index transformation $n-k = \ell$

$$J_{\ell}(-a) = \sum_{n=1}^{\infty} J_{\ell-k}(-a) J_{\ell}(a) \frac{q_{\ell+k} + p_{\ell}}{2q_0} T_{\ell-k}^{-1}.$$  \hspace{1cm} (25b)

If we now approximate $(q_{\ell+k} + p_{\ell})/(2q_0)$ by unity, then the summation in (25b) over $\ell$ can be carried out exactly on account of the addition theorem of Bessel functions yielding $J_{\ell-k}(-a + a) = \delta_{\ell,k}$. Hence we get in this approximation for the transmission coefficients

$$T_n \cong J_n(-a)i^a$$  \hspace{1cm} (25c)

and therefore for the transmitted currents the approximation

$$j_n(n) \cong (p_n/q_0) J_n^2(a).$$  \hspace{1cm} (25d)

At the same time we get from (18a), by inserting (25c) and employing the addition theorem of Bessel functions, $R_n = \delta_{n,0}$ and hence there are no reflected currents (23). In spite of this, the transmitted currents do not satisfy the sum rule

$$\sum_{n=1}^{\infty} j_n(n) = 1$$

since for small values of $n$ the above approximation involving (25c) and (25d) is certainly very crude. This approximation relies essentially on the assumption that the average energy of the emitted electron is much larger than the energy of a single photon and also much larger than the binding energy $V_0$. Mathematically this corresponds to approximating the transformed kernel in (25b) by a unit matrix. We shall call this approximation the Born approximation, which will be justified and become clear in the following when we consider our process from the point of view of scattering theory.

Let us take an incoming wave solution of the Schrödinger equation (14a) as an initial state

$$\Psi_0 = L^{1/2} \exp[iq_0z/h - iE_0t/h - i(a/2)\cos(\omega t)]$$  \hspace{1cm} (26a)

and an outgoing final state as a solution of (14b)

$$\Psi_p = L^{1/2} \exp[ipz/h - iE_0t/h + i(a/2)\cos(\omega t)].$$  \hspace{1cm} (26b)

The first-order Born amplitude for scattering from the initial state (26a) to the final state (26b) due to the interaction with the static Sommerfeld potential $V_0(z) = V_0[0(z) - 1]$ is then given by

$$T_{fi} = -(i/\hbar) \int dt (\Psi_p|V_0(\tilde{z})|\Psi_0).$$  \hspace{1cm} (26c)

The integration over time can be easily carried out by Fourier decomposing the integrand by means of the Jacobi–Anger formula used previously. Thus we obtain an incoherent sum of partial amplitudes corresponding to $|n|$-photon emission or absorption, namely

$$T_{fi} = \sum_n T_{fi}^{(n)}$$

$$T_{fi}^{(n)} = -2\pi i b(E - E_0 - nh\omega)t_{fi}^{(n)}$$  \hspace{1cm} (27a)

with

$$t_{fi}^{(n)} = L^{-1} V_0(q_0 - p) J_n(-a)i^n$$  \hspace{1cm} (27b)

where

$$V_0(q_0 - p) = \int dz V_0(z) \exp[i(q_0 - p)z/\hbar]$$  \hspace{1cm} (27c)

is the Fourier transform of the Sommerfeld potential. On introducing the explicit form of $V_0(z)$ we find $V_0(q_0 - p) = V_0(q_0 - p)$. The Dirac delta function in (27a) expresses the energy balance during the process. By using the free-mass-shell relations (16a) and (17) for $q_0$ and $p$ respectively, we obtain $V_0(q_0 - p) = (q_0 + p_n)/(2m) \geq p_n/m$. By employing now the standard procedures to get from (27b) and (27c) the transition probabilities per unit time we find for an $n$th-order process

$$W_n = (p_n/(mL)) J_n^2(a).$$  \hspace{1cm} (28)

This relation represents the flux components of the outgoing electrons. By normalizing these with respect to the incoming flux we recover exactly the approximation (25d).

For the following numerical examples we have chosen gold as the target material since it was used in the experiments by Farkas and co-workers [7–9]. In this case we have the following input parameters: the depth of the Sommerfeld potential $V_0 = 10.19$ eV, the Fermi energy $E_F = 5.$ eV, the work function $A = 4.68$ eV and $h\omega_p = 10.53$ eV. As the laser source we took a Nd:YAG laser with photon energy $h\omega = 1.17$ eV.

In figure 3 we show the transmitted current-density distribution $j_n(n)$ of the emitted electrons as a function of the number of absorbed photons. The data presented were obtained by averaging over a small intensity range in order to take into account the laser fluctuations of realistic radiation sources. The currents were evaluated for a laser intensity of $I = 10^{10}$ W cm$^{-2}$ and the Born approximation (25d), discussed above, was employed since the characteristic parameter $a$ (19) has in this case the value $a = 330$ in which case the matrix inversion in (25a) becomes prohibitively computer-time consuming.

We show in figure 4 similar data for an intensity of $I = 2.5 \times 10^{10}$ W cm$^{-2}$ in which case the parameter $a = 520$. As we can see, in both cases our model predicts

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure4.png}
\caption{Similar data to those in figure 3 for an intensity of $2.5 \times 10^{10}$ W cm$^{-2}$ ($a = 520$).}
\end{figure}
energies of the photo-electrons of up to a few hundred electron-volts, in agreement with the experiments [7, 8].

In order to demonstrate the accuracy of our Born approximation (25$d$) for the emitted electrons at high nonlinear order $n$, we show in figure 5 the transmitted currents $j_t(n)$ obtained on the one hand from performing the matrix inversion of (25$a$) and, on the other hand, by using the approximation (25$d$). In figure 5 the parameter $a$ was taken equal to 40, in which case the matrix inversion could still be accomplished during a reasonable amount of computer time. As one can see, at high orders $n$, starting at about $n = 25$, the agreement between the exact data, represented by bars, and the approximate data, drawn as a full line, is surprisingly good. Similar values are shown in figure 6, in which $a = 60$, in which case the agreement between the data from matrix inversion and the Born approximation starts at about $n = 35$.

Since the integrated transmitted currents were observed experimentally by Farkas and Tóth [7, 8], we show these currents in figure 7 for three different values of the intensity.

Curve (a) corresponds to $I = 3.1 \times 10^9$ W cm$^{-2}$ ($a = 140$), curve (b) to $I = 3.7 \times 10^9$ W cm$^{-2}$ ($a = 200$) and curve (c) to $I = 10^{10}$ W cm$^{-2}$ ($a = 330$). The integrated currents are evaluated from

$$j_{int} = \int_{E}^{\infty} j_t(E') \, dE' \rightarrow \sum_{n'=n}^{\infty} j_t(n').$$

(29)

The general behaviour of the data of figure 7 agrees surprisingly well with the corresponding data of figure 3 of Farkas and Tóth [8].

Since it was suggested that the observed high-energy photo-electrons have their origin in Coulomb explosion [13] due to space-charge effects, Farkas et al [9] performed experiments at much lower laser-field intensities, at which space-charge effects can certainly be sufficiently suppressed. Therefore we show in figure 8 our results for the transmitted and reflected currents for a moderate laser-field intensity of $I = 3.8 \times 10^6$ W cm$^{-2}$, in which case $a = 6.5$. In figure 8 the points correspond to the transmitted current components and the crosses to the reflected ones. These results were obtained by solving the matrix equation (25$a$) numerically. The first open channel belongs to $n = n_0 = 5$. The above-threshold peaks obtained by our model are about 30 orders of magnitude higher than those one obtains by solving the matching equations at the metal surface using Gordon–Volkov solutions or by employing time-dependent perturbation theory [10, 11]. The current distributions obtained from these latter methods could not even be drawn on a linear scale. On the other hand, our values for $j_t(n)$ are in accord with observation.

Finally we show in figure 9 data for the transmitted currents for a somewhat higher laser-field intensity of $I = 120$ MW cm$^{-2}$, in which case $a = 36.5$ and the matrix inversion is still possible. This case was also considered by Farkas et al in their experiments [9].
one can express the $z_n$ terms in the form

$$z_n = N \sum_k \frac{T_n^{\pm} T_k^{ \pm^*}}{(p_{n+k} - p_k)^2}$$  \hspace{1cm} (31a)

where $N$ is a normalization factor whose explicit value is immaterial at present. The stars mean complex conjugation, since the summation has to go over all channels, including the closed ones. We have only considered the wavefunction (15b) in the exterior region since this is the relevant part in the following analysis. Considering now the Born approximation (25c) for evaluating the transition amplitudes $T_n$, we can express the $z_n$ terms of (31a) by the following analytical expression

$$z_n = N \sum_k J_{n+k}(a) J_k(-a) \frac{1}{(p_{n+k} - p_k)^2}.$$  \hspace{1cm} (31b)

We have numerically evaluated this sum for various values of the parameter $a$ and calculated $n^2 |z_n|^2$. We shall not, however, present any numerical data here since the approximation (31b) is much too crude, for it does not properly describe the contributions of the $T_n$ terms for small values of $n$, in which case our Born approximation is invalid as shown in figures 5 and 6. Nevertheless, we can say that, according to our model, high-order harmonics should be expected for comparatively low laser-field intensities, such as those we have considered here, and that a much larger harmonic efficiency than that obtained by our elementary classical considerations in section 2 is to be expected. We only need to remind ourselves of the enormous numerical differences between the parameters $\alpha_{cl}$ and $a$. If we replace the denominator in (31b) by some constant for a crude estimate, we find on account of the addition theorem of Bessel functions that the rates of harmonic generation will be proportional to $J_2^2(2a)$ so that, on the basis of our model, very-high-order harmonics can be expected, since the spectrum will end near $n_{max} = 2a$.

4. Summary and conclusions

In the foregoing sections we have investigated a simple model of the generation of high-energy photo-electrons and high-order harmonics by shining laser light of moderate intensities of some $10^{10}$ W cm$^{-2}$ at grazing incidence onto metal surfaces. This model is based on the assumption that the laser field induces at the metal surface a dipole-layer potential which is oscillating with the frequency of the laser light. Electrons of the metal are scattered by this oscillating dipole potential in the simultaneous presence of the static potential of the solid, described by the Sommerfeld step function. By means of this model we were able to explain recent observations by Farkas and co-workers [7–9] on the high-energy photo-electron spectrum without needing to resort to the mechanism of Coulomb explosion put forth as a possible explanation of these findings by Petite et al [13]. Moreover, we predicted by means of our model the possibility of generating high-order harmonics at metal surfaces by using comparatively low laser power, in contrast to the
results of elementary classical considerations. Our last prediction awaits experimental verification. All previous models considered to explain the above high-energy photo-electrons [10–12] have totally failed to explain the effects and their predicted probability currents of ionization were many orders of magnitude lower than the observed data would require.
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